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Recent research has explored the potential of Mamba, a selective structured state space model, in
various deep learning applications. Mamba offers linear-time sequence modeling and outperforms
Transformers in language tasks while being computationally efficient (Gu & Dao, 2023). Its success fas
led to applications in computer vision, where it shows promise as a visual foundation model across
image, video, and multi-modal tasks (Xu et al.,_2024). In time series forecasting, Mamba has
demonstrated good performance (Wu et al., 2024). For medical image segmentation, LightM-UNet
PN integrates Mamba with UNet, achieving superior results while significantly reducing parameter and _gi DD?%;E%
EFE%LX&EFEY_;IQ computation costs compared to existing models (Liao et al., 2024). These studies highlight Mambal JTIEN

versatility and efficiency across different domains, suggesting its potential to become a powerful Efﬁélﬁ E Y m‘
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Mamba: Linear-Time Sequence Modeling with Selective State Spaces Mamba is a linear-time sequence modeling architecture that outperfarms Transformers on various modalfjies Search or create a column
o0 Albert Gu =1 including language.
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Visual Mamba: A Survey and New Outlooks This paper provides a comprehensive review of the visual Mamba approach, a recent selective structured state
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MambaDFuse: A Mamba-based Dual-phase Model for Multi-modality Image Fusion
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A Survey on Visual Mamba
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MambaStock: Selective state space model for stock prediction
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VMamba is a generic vision backbone model that aims to reduce the computational complexity of Vision
Transformers to linear while retaining their advantageous features.

MambaDFuse is a deep leaming model for multi-modality image fusion that uses a dual-level feature extractor
and dual-phase fusion module.

This paper surveys the use of Mamba, a state space model with selection mechanisms and hardware-aware
architectures, in computer vision tasks.

MambaStock, 3 Mamba-based deep learning model, outperforms previous methods in predicting future stock
prices.
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Mamba: Linear-Time Sequence Modeling with Selective State Spaces Mamba is a linear-time sequence modeling architecture that outperforms Transformers on various modalities
o Albert Gu  +1 including language.
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Visual Mamba: A Survey and New Outlooks This paper provides a comprehensive review of the visual Mamba approach, a recent selective structured state

o0 RuiXu 5 space model with advantages over convolutional neural netwerks and Transformers.
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vin Mamba for Time Series Forecasting The paper proposes a Dual Twin Mamba madel for time series forecasting.
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LightM-UNet: Mamba Assists in Lightweight UNet for Medical Image Segmentation LightM-UMNet integrates the lightweight Mamba model with UNet for efficient medical image segmentation.
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